Negative samples reduction in cross-company software defects prediction
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A B S T R A C T

Context: Software defect prediction has been widely studied based on various machine-learning algorithms. Previous studies usually focus on within-company defects prediction (WCDP), but lack of training data in the early stages of software testing limits the efficiency of WCDP in practice. Thus, recent research has largely examined the cross-company defects prediction (CCDP) as an alternative solution.

Objective: However, the gap of different distributions between cross-company (CC) data and within-company (WC) data usually makes it difficult to build a high-quality CCDP model. In this paper, a novel algorithm named Double Transfer Boosting (DTB) is introduced to narrow this gap and improve the performance of CCDP by reducing negative samples in CC data.

Method: The proposed DTB model integrates two levels of data transfer: first, the data gravitation method reshapes the whole distribution of CC data to fit WC data. Second, the transfer boosting method employs a small ratio of labeled WC data to eliminate negative instances in CC data.

Results: The empirical evaluation was conducted based on 15 publicly available datasets. CCDP experiment results indicated that the proposed model achieved better overall performance than compared CCDP models. DTB was also compared to WCDP in two different situations. Statistical analysis suggested that DTB performed significantly better than WCDP models trained by limited samples and produced comparable results to WCDP with sufficient training data.

Conclusions: DTB reforms the distribution of CC data from different levels to improve the performance of CCDP, and experimental results and analysis demonstrate that it could be an effective model for early software defects detection.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Software testing has become one of the most critical and costly phases in software development as size and complexity of software increases. Defect prediction based on static code metrics focuses on detecting defect-prone modules to help test teams accelerate searching for potential defects [1]. Existing studies [2–4] on this issue have proposed many effective prediction models, but they are usually confined to within-company defect prediction (WCDP), which attempts to train predictors based on historical data to detect future defects within the same source. However, a potential problem that cannot be avoided is that, in the early testing process, resources for practitioners are typically limited and may not be sufficient to build reliable predictors. Additionally, collecting historical training data is also time-consuming and difficult work [5]. On the other hand, many open source defect datasets can easily be found such as the PROMISE repository [6]. Can we use these abundant data to predict our specific software defects?

Cross-company defect prediction (CCDP) is an attractive solution for this issue. Different from previous methods, it tries to use cross-company (CC) datasets to build prediction models to detect defects in within-company (WC) data. Many studies have revealed that it can work as well as or even better than WCDP if CC data are carefully selected [7,8]. One of the most interesting methods is filter technology, for example, the Nearest Neighbor (NN) filter [8] returns the most similar samples from CC data as training samples. When the selected CC data have the same distribution as the WC data, it performs well (as shown in Fig. 1a). More
specifically, if defect-free WC data have some contradictory defect-prone CC neighbors, they may be result in a high false alarm rate. On the other hand, if defect-prone WC data select negative defect-free CC data, it could lead to a low rate of recall. If we have partial label information for WC data, these negative training samples can be reduced (Fig. 1c), so that misclassified instances can be rectified and the prediction result is moved into the right direction (Fig. 1d).

To overcome the effect of heterogeneity between CC and WC data, in this study, we propose a novel transfer learning method named Double Transfer Boosting (DTB) algorithm, which employs not only CC data but also a small amount of labeled WC data to improve the performance of CCDP.

The remainder of the paper is organized as follows: Section 2 gives a brief review of related work on CCDP. Section 3 describes the proposed DTB model. Section 4 reports experimental datasets and performance measures. Section 5 analyzes the experimental results in relation to the research questions. Section 6 discusses the potential threats to validity before we conclude this paper and suggest future work in Section 7.

2. Related work

As mentioned above, local historical training data from the same company is not always available or is difficult to collect in practice. To address this problem, researchers have turned to CCDP as an alternative solution in the last few years. An early attempt at CCDP reported by Zimmermann et al. [9] was based on large-scale experiments for 12 real-world applications datasets. To investigate whether the CCDP model is able to work well, 622 cross-project predictions were examined. However, the test results were somewhat discouraging with a low success rate of 3.4%. Thus researchers warned that CCDP is still a serious problem. Meanwhile, an interesting phenomenon also has been found: Firefox is a strong defect predictor for Internet Explorer. However, this does not work as well as the opposite direction, even though Firefox and IE are similar applications.

Turhan et al. conducted CCDP experiments using 10 projects collected from two different companies including NASA and SOFTLAB [8]. They found that defect predictors built on all available CC data dramatically increased defect detection ability, but with unacceptably high false alarm rates. They explained that false alarms were raised by irrelevancies in CC data. Furthermore, they proposed a Nearest-Neighbor filter method (named NN filter) to select training data close to WC data. This method achieved better performance than using the raw CC data, but still is worse than WCDP.

Similar to Zimmermann et al.’s work, He et al. investigated CCDP with 34 datasets obtained from 10 open source projects [7]. Rather than using CC data directly, a schema of dataset selection was added before building the prediction models. To assess the performance of CCDP, they created a criterion (recall \( \geq 70\% \) and precision \( \geq 50\% \)) for judging successful predictors. Experimental results indicated that their method achieved promising results, i.e., that 18 out of 34 cases met the criteria, showing that WCDP does not always perform better than CCDP. They pointed out that one potential way to predict defects in projects without local data is to learn predictors from data of other projects.

Rahman et al. found a different way to evaluate the feasibility of CCDP. They only inspected a partial set of files to find out defects and introduced a new performance measure called area under the cost effectiveness curve (AUCEC) [10]. They also drew an optimistic conclusion from experimental results, i.e., that CCDP is no worse than WCDP in terms of AUCEC. However, the process metrics used in their defect model at file level are difficult to obtain in the open repository.

Transfer learning is another solution for CCDP. Ma et al. [11] considered that predictions should be related to the distributional characteristics of datasets. They proposed a novel CCDP model using data transfer method called Transfer Naive Bayes (TNB). As a type of instance-transfer in transfer learning approaches [12], TNB was trained based on re-weighted CC data according to the distribution of WC data. Their results showed that CCDP model built on datasets collected from NASA could find defects in SOFTLAB effectively.

More recently, He et al. shared the same idea of CC data selection based on data similarity to improve the performance of CCDP [13]. Unlike the NN filter [8] picking out some individual instances, their model selected closest cross training datasets with similar distributions. The distance of distribution between CC data and WC data was measured according to the classification accuracy. Feature subset selection was also employed to remove unstable features. Empirical study on datasets including open-source and proprietary projects was conducted to prove the feasibility of CCDP. The results indicated that their data selection method could perform relatively better than the NN filter.

Zhang et al. built a universal defect prediction model for CCDP from diverse datasets [14]. To address variations of software metrics between different projects, the original metrics values were discretized by context-aware rank transformation according to similar degree of context factors, then, the universal model was built on the transformed metrics in the same scales. The results of rank transformation showed a performance comparable to log transformation. When compared with WCDP, their universal model improved predictive performance with higher Recall and AUC values, but it also suffered from a higher false positive rate.

The studies above all focus on using only CC data to build proper prediction models. Recently, Turhan et al. introduced a mixed model for CCDP for if limited amounts of WC data exist [15]. In their study, the within and cross data were combined together as training data, and the Naive Bayes classifier with NN filter was applied to build the prediction model. Their results implied that the mixed model could be comparable to WCDP. However, their study is a post-facto method because they randomly mixed different amounts of (from 10 to all of NN filtered samples) CC data with a smaller ratio of WC data to train the predictor and only reported the best performance. Furthermore, how to select the best subsets of CC data is still unanswered in their paper. Despite these issues, the paper suggests that even small amounts of WC data could improve the results of CCDP.

3. Methodology

In this study, the proposed Double Transferring Boosting (DTB) algorithm is built based on mixed training samples consisting of CC data and partial WC data. However, rather than using a simple combination of these data as the mixed model [15], we employ two-levels of transfer learning methods to “reshape” CC data to build a high-performance predictor. Its main steps are as follows: First, training datasets from other sources are preprocessed by the NN filter and data oversampling (SMOTE). Next, these preprocessed data are re-weighted by the first transfer method with data gravitation. Finally, limited amounts of labeled WC data (i.e., 10% of the total WC data) are mixed with re-weighted data to build the prediction model using the transfer boosting learning algorithm. Fig. 2 gives the framework of the proposed model.

---

According to Ref. [12], main approaches to transfer learning includes instance-transfer, feature-transfer, parameters-transfer and relational-knowledge-transfer. The instance-transfer method refers to learn the knowledge from different source data by re-weighting labeled instances.
Fig. 1. Illustration of CCDP results with different distributions. Note that the line of discriminator is trained by labeled CC data: (a) All WC data are classified correctly. (b) The points with a red circle in WC data are wrongly labeled. (c) When partly labeled information about WC data (the point with double circles) is introduced, negative samples (points in dotted box) in CC data can be reduced. (d) The line of discriminator is moved into the correct position.

Fig. 2. Double Transfer Boosting (DTB) defects prediction model.
3.1. Data preprocessing

3.1.1. NN filter

Previous work [9,8] found that using raw CC data directly would increase false alarm rates due to irrelevant samples in CC data, thus data preprocessing is necessary before building the predictor in CCDP. The Nearest-Neighbor (NN) filter proposed by Turhan et al. [8] is applied in our prediction model to avoid these irrelevancies.

The NN filter assumes that the most valuable samples in CC data are those similar to WC data, so CC data can be filtered by selecting the most similar samples. The process of filtering is based on the $K$-Nearest Neighbors (KNN) algorithm [16], which has been widely adopted for classification and regression. In this case, it finds out the most similar $K$ samples from CC data for every instance in WC data according to their distances (i.e., Euclidean distance).

After NN filtering, a new filtered CC dataset with a total of $K \times N$ instances will be generated, where $N$ is the number of instances in WC data and $K$ is the parameter of the KNN method. In this study, we choose $K$ as 10 in our experiments. Note that duplicate samples may exist in this filtered dataset, as some instances in WC data may have some common neighbors in CC data. Thus, the final filtered CC training data can be formed by using only unique ones.

3.1.2. Data oversampling

Software defects have the typical characteristic of unbalanced distribution, because the number of defective modules is usually smaller than the number of non-defective ones. The skewness of distribution may cause difficulties for learning, as most traditional learning algorithms assume that each class in a dataset is equal, however, when they are trained by an unbalanced dataset in which the minority class is under-represented compared with the majority class, these classifiers tend to favor the majority class and have less ability to classify the minority class. On the other hand, recognition of the minority class, such as identifying software defect in this study, is more important in practice.

Many balance techniques such as data oversampling have been proven to reduce the effects of imbalance [17]. In this paper, we use the synthetic minority oversampling technique (SMOTE) to process the defects dataset to improve defects detection ability. SMOTE can generate new artificial minority class instances synthetically based on feature similarities [18] to provide more balanced class regions for the predictor.

3.2. Double Transfer Boosting model

A key challenge in CCDP is that distributions between CC data and WC data are usually variable [13], which may often give rise to significant misclassification, causing high levels of false alarms in particular.

The transfer learning method is an emerging and satisfactory solution for this issue. Different from traditional machine learning algorithms which assume that distributions of training and testing data must be from the same source, transfer learning relaxes this limitation to allow domains, tasks, or distributions used in training and testing to be different [12]. Regarding the issue of CCDP, domains and tasks are the same as for software prediction, but training and testing data are heterogeneous. In other words, our goal is to try to acquire the knowledge from one or more different data sources (CC data) to build the predictor, but apply it to local testing data (WC data).

In this section, we propose a new double transfer learning model that organically combines two-levels of data transfer methods to bridge the distribution gap between CC and WC data. The details are described as follows.

3.2.1. Data gravitation

The first level of our transfer model is aimed at changing the entire distribution of CC data by applying the data gravitation method [19]. The mechanics of this method rest on re-weighting instances according to a type of “force” called data gravitation, such as the gravity between two objects in physics.

In this paper, data gravity between the CC data and WC data is estimated based on the characteristics of feature attributes [11]. Suppose that an instance $x_i$ can be described by $k$ attributes $(a_{i1}, a_{ik})$; for all WC data, we can define two vectors $MaxAttr = \{Max_1, \ldots , Max_k\}$ and $MinAttr = \{Min_1, \ldots , Min_k\}$ to represent its’ distribution of attribute values, where the $Max_i$ in MaxAttr stores the maximum value of the ith attribute, while $Min_i$ is the minimum value of the ith attribute.

Then, for each instance $x_i$ in CC data, degrees of similarity $S_i$ can be defined in Eq. (1).

$$S_i = \sum_{j=1}^{k} h(a_{ij})$$ (1)

where $a_{ij}$ is the jth attribute in $x_i$, and $h(a_{ij}) = 1$, if $Min_i < a_{ij} < Max_i$; otherwise, $h(a_{ij}) = 0$.

According to the formulation of data gravitation [19], weight $w_i$ corresponding to $x_i$ in CC data can be calculated by Eq. (2).

$$w_i = S_i / (k - S_i + 1)^2$$ (2)

where $k$ is the number of attributes. The weight $w_i$ of CC data is proportional to similarity $S_i$, the largest weight will be assigned when $S_i = k$.

Each instance in CC data can be re-weighted by Eq. (2), their weights indicate how similar corresponding samples are to WC data so that the distribution of CC data can be reshaped to be close to WC data.

3.2.2. Transfer boosting learning

The second transfer level in our model is transfer boosting learning. As mentioned in Fig. 1, the performance of CCDP could be affect by some negative CC samples which are difficult to eliminate. Thus, the Transfer Boosting method named TrAdaBoost [20], introduced by Dai et al., is applied to refine CC data and build an effective defects classifier with a small portion of labeled WC data in our model.

The general idea of a boosting method is to train and combine a set of weak learners sequentially to build a stronger ensemble learner. AdaBoost is the most widely used boosting algorithm and was first introduced by Freund and Schapire [21]. An iterative algorithm, AdaBoost increases the weights of misclassified training samples to highlight these errors in each training round, so that the probability of misclassification will be reduced in the next run.

TrAdaBoost extends the traditional AdaBoost method so that it can be applied to different data distributions. There are two different types labeled training data in TrAdaBoost: one part of labeled data has the same distribution as the test data, but it is possible that these data are inadequate to build a good classifier alone. Another part of the labeled data may have a different distribution from the test data, and those data are usually abundant. Obviously, in CCDP, these two types of training data can be considered as a small amount of WC data and CC data, respectively.

Formally, let $L_{cc} = \{x_1, \ldots, x_m\}$ be labeled WC datasets, and $L_{cc} = \{x_1, \ldots, x_n\}$ be CC datasets, where $m$ and $n$ are the sizes of $L_{cc}$ and $L_{cc}$, thus the mixed training datasets $L = L_{cc} \cup L_{cc} = \{x_1, x_{m+1}, \ldots, x_{m+n}\}$, and $x_i \in L_{cc}$, if $1 \leq i \leq m$; otherwise, $x_i \in L_{cc}$, $y_i \in \{0, 1\}$ is the label of $x_i$. During the training process, these two datasets $L_{cc}$ and $L_{cc}$ will be treated separately by different weight update strategies.
The dataset $L_{cc}$, which has the same distribution and can be considered the more valuable training data, is trained by the traditional AdaBoost algorithm, that is, the misclassified instances in $L_{cc}$ will be given larger weights to rectify the classifier. Specifically, at each iteration of epoch $t$, the weights $w_{cc}^t = \{w_1^t, \ldots, w_m^t\}$ for $L_{cc}$ will be updated corresponding to the error function $\epsilon_t$ defined by

$$
\epsilon_t = \frac{\sum_{i=1}^{m} w_i^t |h_t(x_i) - y_i|}{\sum_{i=1}^{m} w_i^t}
$$

where $h_t$ is the base classifier trained by datasets $L$ under the current distribution $D_t$. In our paper, Naive Bayes [22] is chosen to be the base learner due to its effectiveness in defects detection [23].

Set $\beta_t = \epsilon_t / (1 - \epsilon_t)$, each weight $w_{cc}^{t+1}$ ($1 \leq i \leq m$) in $w_{cc}^{t+1}$ for next round can be updated as

$$
w_{cc}^{t+1} = w_{cc}^t \beta_t^{1/(h_t(x_i) - y_i)}
$$

On the other hand, if an instance $x_i$ in dataset $L_{cc}$ which has diverse data distributions, is poorly predicted by $h_t$, it may belong to the negative ones that affect the accuracy of the classifier, thus the weight of this instance is decreased through multiplying the Hedge(\beta) [20] defined in the following:

$$
\beta = 1 / (1 + \sqrt{2 \ln n / T})
$$

where $n$ is the size of $L_{cc}$, and $T$ is the maximum number of iteration. Note that $\beta \in [0, 1]$.

Thus, the weight $w_{cc}^{t+1}$ in $w_{cc}^{t+1} = \{w_1, \ldots, w_m\}$ for $L_{cc}$ will be updated as

$$
w_{cc}^{t+1} = w_{cc}^t \beta^{h_t(x_i) - y_i}
$$

By applying TrAdaBoost in our CCDP model, after several fixed iterations $T$, negative training instances can be reduced, and the samples fitting WC data better are left to help the learning algorithm to train the classifier.

The final hypothesis of the transfer boosting algorithm can be expressed as follows:

$$
H(x) = \begin{cases} 
1, & \frac{1}{T} \sum_{t=1}^{T} \ln(1/\beta_t) h_t(x) \geq \frac{1}{T} \sum_{t=1}^{T} \ln(1/\beta_t) \\
0, & \text{otherwise}
\end{cases}
$$

In the end, Algorithm 1 presents the pseudo-code of the proposed DTB learning method for CCDP. As shown in Algorithm 1, both transfer methods are based on the re-weighted strategy. However, the process of data transferring is different: the data gravitation method, which can be regarded as global transferring, reshapes all CC data according to the distribution character of WC data, it also gives the more appropriate initial weights for TrAdaBoost. On the other hand, TrAdaBoost can be considered as local transferring, it reduces the part of CC data which are in conflict with WC data.

Therefore, the integration of superior features from two transferring methods in our algorithm can make their work in an integrated fashion to refine CC data from different levels, allowing construction of a more accurate defects prediction model.

**Algorithm 1.** Framework of Double Transfer Boosting (DTB) defect prediction model.

<table>
<thead>
<tr>
<th>Input: Training dataset $L$ including two labeled data: the CC data sets $L_{cc}$ and a small ratio of WC data sets $L_{wc}$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: The label of testing WC data $L_t$:</td>
</tr>
<tr>
<td>1. Set $m$ = size of $L_{wc}$, $n$ = size of $L_{cc}$, $k$ = number of attribute</td>
</tr>
<tr>
<td>2. Set every weight in $w_{wc} = {w_1, \ldots, w_m}$ as $k$ for $L_{wc}$, and calculated weights $w_{cc} = {w_1, \ldots, w_n}$ for $L_{cc}$ according to Eq. (2)</td>
</tr>
<tr>
<td>3. Combining weights $w_{wc}$ and $w_{cc}$ to set initial weights: $w_1 = (w_1, \ldots, w_m, w_{m+1}, \ldots, w_{m+n})$</td>
</tr>
<tr>
<td>4. for $t = 1 \ldots T$ do</td>
</tr>
<tr>
<td>5. $t = 1 \ldots T$ Calculate distribution $D_t = w_t / (\sum_{t=1}^{n} w_t)$</td>
</tr>
<tr>
<td>6. Train the base classifier $h_t$ on $L_t$ using distribution $D_t$.</td>
</tr>
<tr>
<td>7. Update weights in $w_{cc}^{t+1}$ and $w_{wc}^{t+1}$ according to Eqs. (4) and (6), respectively.</td>
</tr>
<tr>
<td>8. Update weights $w_{cc}^{t+1} = {w_{cc}^{t+1}, w_{wc}^{t+1}}$ for the next round</td>
</tr>
<tr>
<td>9. end</td>
</tr>
<tr>
<td>10. Get the final classifier $H(x)$ which is assembled with the set of $h_t (1 \leq t \leq T)$ described in Eq. (7)</td>
</tr>
<tr>
<td>11. Return label $L_t$ by using $H(x)$ to predict testing WC data.</td>
</tr>
</tbody>
</table>

### 4. Experiment setup

#### 4.1. Datasets

Fifteen datasets are selected form the PROMISE data repository [6] in this paper. These data were collected by Jureczko and Madesky [24] and Jureczko and Spinellis [25]. Each instance in dataset consists of two parts: 20 independent code attributes and a number attribute indicating how many defects are in this class. In our study, an instance is labeled as 1 if it has one or more defects, otherwise, instances with no defect are labeled as 0. Static code attributes are based mainly on object-oriented metrics including weighted methods per class, number of children, lines of code, etc. A more detailed description is provided in [24].

Our selection criteria for the simulation experimental datasets are as follows:

1. The datasets are available from public sources so that model application and validation can be simpler.
2. Each selected dataset has the same attributes, so it can be applied immediately and easily without losing any attribute information.
3. (3) For the multi-version datasets, we select only the first version, as our work focuses on the initial stages of software life.

Table 1 shows detailed information for the 15 selected datasets, including names, the number of instances, the number and percent of defects, and project descriptions. The whole datasets consist of 11 open-source projects, that were collected from different parts of open-source Apache projects; 3 academic projects, which were developed by some computer science students during one year; and a proprietary project that was built for customer solutions.

### 4.2. Performance measures

Considering the imbalanced characteristic of software defect datasets and following the recommendations in [26–28], evaluation of the defect predictors performance should be carried out using specific measures. First, a confusion matrix of predictors needs to be calculated first: True Positive (TP); the numbers of defective instances are correctly classified; True Negative (TN); the numbers of non-defective instances are correctly classified; False Positive (FP); the numbers of non-defective instances are missclassified; False Negative (FN); the numbers of defective instances are missclassified.
For this purpose we compared our model with four state-of-the-art methods used in CCDP. More details are provided below:

(1) Naive Bayes (NB) classifier is based on Bayes theorem [22]. Menzies et al. [1] reported that this so-called “Naive” method could perform well compared with more complex predictors in WCDP. NB has also been widely applied in prior work as a basic predictor [8,7] to investigate feasibility of CCDP.

(2) Nearest-Neighbor (NN) model is a filter technique [8]. It can exclude irrelevant instances by eliminating dissimilar samples. After NN filtering, the NB classifier is applied to build the prediction model in this paper.

(3) Nearest-Neighbor filter with WC data (NN + WC) is the mixed-project model proposed in [15], it directly mixed NN filtered CC data with a portion of WC data as training data. In our experiments, 10% of WC data are used for CCDP.

(4) Transfer Naive Bayes (TNB) is a transfer learning method for CCDP [11]. It re-weights CC data by the data gravitation method used in our first step of data transferring, but different from DTB, TNB uses weighted Naive Bayes as the prediction model.

And then, four frequently-used performance measures based on the confusion matrix are applied in our empirical study, which are described in detail below:

(1) Probability of detection (PD), also called recall, is the percentage of defects that are classified correctly within the defect class. PD = 1 is an ideal case, where all defects have been detected:

\[ PD = \frac{TP}{TP + FN} \]

(2) Probability of false alarm (PF) is the percentage of non-defective instances are misclassified within the non-defect class. A higher PF means more time and cost will be wasted to determine the true defects:

\[ PF = \frac{FP}{FP + TN} \]

(3) G-measure is a trade-off measure that balances the performance between PD and PF. A good predictor should have high accuracies in both classes, and thus lead to a high G-measure value:

\[ G\text{-measure} = \frac{(2 \times PD \times (1 - PF))}{(PD + (1 - PF))} \]

(4) Matthews Correlation Coefficient (MCC) [29] is another balanced measure for binary classes, which takes into account all true and false positives and negatives. It returns a value ranging within the interval [−1, 1]. A perfect prediction yields the highest coefficient of +1, while an inverse prediction returns the lowest value of −1. MCC can be calculated by the following formulation:

\[ MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \]

5. Research questions and results

5.1. Research questions

To demonstrate the utility of the proposed DTB model, we conducted some empirical studies to find answers to the following research questions:

5.1.1. RQ1: Can the DTB model perform better than other models in CCDP experiments?

The primary goal of this paper is to improve the performance of software defect prediction in the context of CCDP, thus, we need to verify whether the proposed DTB model can outperform other CCDP models. For this purpose we compared our model with four state-of-the-art methods used in CCDP. More details are provided below:

(1) Naive Bayes (NB) classifier is based on Bayes theorem [22]. Menzies et al. [1] reported that this so-called “Naive” method could perform well compared with more complex predictors in WCDP. NB has also been widely applied in prior work as a basic predictor [8,7] to investigate feasibility of CCDP.

(2) Nearest-Neighbor (NN) model is a filter technique [8]. It can exclude irrelevant instances by eliminating dissimilar samples. After NN filtering, the NB classifier is applied to build the prediction model in this paper.

(3) Nearest-Neighbor filter with WC data (NN + WC) is the mixed-project model proposed in [15], it directly mixed NN filtered CC data with a portion of WC data as training data. In our experiments, 10% of WC data are used for CCDP.

(4) Transfer Naive Bayes (TNB) is a transfer learning method for CCDP [11]. It re-weights CC data by the data gravitation method used in our first step of data transferring, but different from DTB, TNB uses weighted Naive Bayes as the prediction model.

Algorithm 2. The procedure of CCDP experiments

1. Dataset = {ant, arc, camel, elearn, jedit, log4j, lucene, poi, prop6, redactor, synapse, system, tomcat, xalan, xerces}
2. for data ∈ Dataset do
3. //Data preparing
4. WC_data = data
5. CC_data = Dataset-data
6. for t = 1...20 do
7. WC_trian = randomly select 10% of WC_data
8. WC_test = WC_data-WC_trian
9. NN_data = Apply NN filter on CC_data
10. Mix_data = NN_data + WC_trian
11. // Build prediction model
12. NB_model = Train NB learner with CC_data + log-operation
13. NN_model = Train NB learner with NN_data + log-operation
14. NN + WC_model = Train NB learner with Mix_data + log-operation
15. TNB_model = Train TNB learner with CC_data + discretization
16. DTB_model = >Train DTB learner with Mix_data + SMOTE
17. // Test each model on WC_test and record the performance
18. PD, PF, G-measure, MCC = Apply each model on WC_test data
19. end
20. Calculate the mean of performance for each model on this dataset
21. end
22. Return the overall average performance of each model for total 15 datasets

The pseudo-code for the procedure of comparison experiments is shown in Algorithm 2. It can be simply interpreted as follows:

To simulate CCDP, one dataset should be selected from the total dataset as WC data, and the rest are considered as CC data (Lines 1–5).
Table 2
Comparative results for RQ1: the mean value of PD and PF on the 15 datasets, where first line in the table shows the abbreviations of five predictors (the detail can be found in Section 5.1.1), and Total Avg. in last line is the overall average performance of each model for all 15 datasets. Relatively best performances in each row of the table are denoted in boldface.

<table>
<thead>
<tr>
<th>No.</th>
<th>Dataname</th>
<th>DTB</th>
<th>TNB</th>
<th>NN</th>
<th>NN + WC</th>
<th>NB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PD</td>
<td>PF</td>
<td>PD</td>
<td>PF</td>
<td>PD</td>
</tr>
<tr>
<td>1</td>
<td>ant</td>
<td>0.835</td>
<td>0.341</td>
<td>0.908</td>
<td>0.541</td>
<td>0.481</td>
</tr>
<tr>
<td>2</td>
<td>arc</td>
<td>0.625</td>
<td>0.299</td>
<td>0.726</td>
<td>0.386</td>
<td>0.795</td>
</tr>
<tr>
<td>3</td>
<td>camel</td>
<td>0.626</td>
<td>0.316</td>
<td>0.625</td>
<td>0.293</td>
<td>0.767</td>
</tr>
<tr>
<td>4</td>
<td>elearn</td>
<td>0.705</td>
<td>0.196</td>
<td>1.000</td>
<td>0.430</td>
<td>0.980</td>
</tr>
<tr>
<td>5</td>
<td>jedit</td>
<td>0.595</td>
<td>0.169</td>
<td>0.477</td>
<td>0.183</td>
<td>0.903</td>
</tr>
<tr>
<td>6</td>
<td>logdj</td>
<td>0.824</td>
<td>0.268</td>
<td>0.657</td>
<td>0.154</td>
<td>0.937</td>
</tr>
<tr>
<td>7</td>
<td>lucene</td>
<td>0.605</td>
<td>0.268</td>
<td>0.591</td>
<td>0.234</td>
<td>0.752</td>
</tr>
<tr>
<td>8</td>
<td>poi</td>
<td>0.698</td>
<td>0.373</td>
<td>0.411</td>
<td>0.243</td>
<td>0.915</td>
</tr>
<tr>
<td>9</td>
<td>prop-6</td>
<td>0.698</td>
<td>0.357</td>
<td>0.521</td>
<td>0.347</td>
<td>0.861</td>
</tr>
<tr>
<td>10</td>
<td>reductor</td>
<td>0.524</td>
<td>0.639</td>
<td>0.622</td>
<td>0.524</td>
<td>1.000</td>
</tr>
<tr>
<td>11</td>
<td>synapse</td>
<td>0.844</td>
<td>0.490</td>
<td>0.735</td>
<td>0.425</td>
<td>0.931</td>
</tr>
<tr>
<td>12</td>
<td>system</td>
<td>0.722</td>
<td>0.344</td>
<td>0.556</td>
<td>0.268</td>
<td>0.784</td>
</tr>
<tr>
<td>13</td>
<td>tomcat</td>
<td>0.716</td>
<td>0.216</td>
<td>0.918</td>
<td>0.593</td>
<td>0.695</td>
</tr>
<tr>
<td>14</td>
<td>xalan</td>
<td>0.739</td>
<td>0.377</td>
<td>0.606</td>
<td>0.354</td>
<td>0.942</td>
</tr>
<tr>
<td>15</td>
<td>xerces</td>
<td>0.373</td>
<td>0.293</td>
<td>0.313</td>
<td>0.274</td>
<td>0.426</td>
</tr>
<tr>
<td>Total Avg.</td>
<td>0.702</td>
<td>0.330</td>
<td>0.644</td>
<td>0.350</td>
<td>0.811</td>
<td>0.604</td>
</tr>
</tbody>
</table>

Lines 7–10 are the data preparing stage, in which WC data will be randomly divided into two parts: one uses 10% of WC data as the labeled WC_train data, and the remainder are taken as the test data. The NN_data is the subset of CC data with NN filtering, and the Mix_data is the NN_data mixed with WC_train data.

Lines 11–16 are the training stage of prediction models. There are some corresponding data preprocesses for each predictor: the log-operation means that numeric values will be transformed by their logarithms operation, since prior research [13,30] have suggested that doing so will improve performance of the Naive Bayesian model. The discretization in Line 15 means all numeric features are discretized by the MDL-based discretization scheme [31], which is recommended in the TNB model [11]. SMOTE is the data balance processing for our model that was described in Section 3.1.2;

Lines 18 is the performance result of each model applied to the test data. Noted that, to keep the results fair, although the training sample data for each model are different, the test data are the same ones selected from the 90% of WC data.

All of the above steps will be repeated 20 times to avoid sample bias; then, Line 20 calculates the mean values of performance for each model.

5.1.2. RQ2: Can the DTB model be comparable to or even better than WCDP?

The answer to this question will help us determine whether we should adopt the CCDP method in practice. In this study, two different situations of WCDP will be investigated and compared with the DTB model, thus we split RQ2 into two following sub-questions:

RQ 2.1: Can the DTB model perform better than WCDP with only limited training samples?

In the early phases of defects detection, abundant WC data are usually difficult to obtain for training predictors. However, a few papers report the performance of WCDP in this case. In this study, we want to clarify how well WCDP performs with little training data. Additionally, because our model also employs limited amount of WC data to improve prediction, a comparison between the DTB model and WCDP in this case can prove the effectiveness of our model.

RQ 2.2: Can the DTB model be comparable to WCDP with sufficient samples?

Previous studies [8,15] have suggested that it is difficult for the performance of CCDP to reach that of WCDP. If the DTB model can perform as well as WCDP, it will be worthwhile to apply in practice.

Many WCDP models have been investigated extensively, however, no clear consensus yet exists on which model generally performs best. Lessmann et al. note that the performance of most methods is not significantly different according to their large-scale empirical comparison, but they have confirmed that Random Forests (RF) is effective for defect prediction [32]. Meanwhile, Hall et al. find that simple modeling techniques such as Naive Bayes (NB) or Logistic Regression (LR) seem to perform relatively well [23]. Thus, to address RQ2, three modeling algorithms (Random Forests, Naive Bayes and Logistic Regression) are chosen to construct predictors in our WCDP experiments.

To simulate these two cases of WCDP, we selected 10% and 60% of WC data, respectively, in WCDP experiments. More specifically, 10% or 60% samples were randomly selected from each dataset to train the predictors, and the instances left would be used for testing. This process were repeated 20 times to avoid sample bias, and the final report of performance, including the mean values of G-measure and MCC, was recorded and compared with our model.

5.2. Results

5.2.1. Results for RQ1

The comparison results for CCDP models are shown in Tables 2–4 with different performance measures.

Table 2 presents experimental results of PD and PF on the 15 datasets, and Fig. 3 illustrates these results with scatter plots. Note that the defect model has more points distributed at bottom right if it has higher recall (PD) and fewer false alarms (PF).

The figure shows that the NB model directly applied to CC data takes up the top right of the areas in Fig. 3, indicating that it achieved the best PD (total average is 0.856), but the worst false alarm rates (total average is 0.704). These results are consistent with findings in Turhan et al.’s work [8] applied to other datasets. After filtering some irrelevant instances in CC data, the NN model

<sup>2</sup> Our DTB model and NN + WC are trained by CC data mixed with 10% of WC data, while TNB, NN and NN + WC are built using only CC data.
Comparative results for RQ1: the mean value of G-measure and MCC for CCDP on the 15 datasets, where the first line in the table shows the abbreviations of five predictors, and Total Avg. in the second line from the bottom is the average performance of each model for all 15 datasets. The last line is a summary of Wilcoxon rank sum test for DTB compared with other models. Relative best performances in each row of the table are denoted in boldface.

<table>
<thead>
<tr>
<th>No.</th>
<th>Dataname</th>
<th>G-measure</th>
<th>DTB</th>
<th>TNB</th>
<th>NN</th>
<th>NN + WC</th>
<th>NB</th>
<th>MCC</th>
<th>DTB</th>
<th>TNB</th>
<th>NN</th>
<th>NN + WC</th>
<th>NB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ant</td>
<td>0.735</td>
<td>0.610</td>
<td>0.569</td>
<td>0.569</td>
<td>0.337</td>
<td>0.367</td>
<td>0.276</td>
<td>0.124</td>
<td>0.123</td>
<td>0.196</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>arc</td>
<td>0.660</td>
<td>0.665</td>
<td>0.495</td>
<td>0.486</td>
<td>0.515</td>
<td>0.234</td>
<td>0.226</td>
<td>0.109</td>
<td>0.127</td>
<td>0.047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>camel</td>
<td>0.648</td>
<td>0.663</td>
<td>0.442</td>
<td>0.441</td>
<td>0.471</td>
<td>0.129</td>
<td>0.141</td>
<td>0.037</td>
<td>0.037</td>
<td>0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>elearn</td>
<td>0.742</td>
<td>0.726</td>
<td>0.723</td>
<td>0.717</td>
<td>0.501</td>
<td>0.331</td>
<td>0.314</td>
<td>0.309</td>
<td>0.301</td>
<td>0.195</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>jedit</td>
<td>0.602</td>
<td>0.603</td>
<td>0.525</td>
<td>0.524</td>
<td>0.422</td>
<td>0.433</td>
<td>0.324</td>
<td>0.300</td>
<td>0.302</td>
<td>0.177</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>log4j</td>
<td>0.773</td>
<td>0.740</td>
<td>0.437</td>
<td>0.436</td>
<td>0.561</td>
<td>0.491</td>
<td>0.499</td>
<td>0.239</td>
<td>0.236</td>
<td>0.316</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>lucene</td>
<td>0.658</td>
<td>0.667</td>
<td>0.583</td>
<td>0.598</td>
<td>0.420</td>
<td>0.341</td>
<td>0.407</td>
<td>0.245</td>
<td>0.251</td>
<td>0.077</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>poi</td>
<td>0.656</td>
<td>0.533</td>
<td>0.449</td>
<td>0.450</td>
<td>0.398</td>
<td>0.324</td>
<td>0.169</td>
<td>0.283</td>
<td>0.278</td>
<td>0.198</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>prop-6</td>
<td>0.669</td>
<td>0.580</td>
<td>0.495</td>
<td>0.495</td>
<td>0.350</td>
<td>0.193</td>
<td>0.109</td>
<td>0.139</td>
<td>0.137</td>
<td>0.084</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>reductor</td>
<td>0.505</td>
<td>0.539</td>
<td>0.181</td>
<td>0.188</td>
<td>0.273</td>
<td>0.226</td>
<td>0.071</td>
<td>0.127</td>
<td>0.128</td>
<td>0.169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>synapse</td>
<td>0.632</td>
<td>0.645</td>
<td>0.365</td>
<td>0.364</td>
<td>0.297</td>
<td>0.219</td>
<td>0.204</td>
<td>0.119</td>
<td>0.120</td>
<td>0.099</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>system</td>
<td>0.676</td>
<td>0.632</td>
<td>0.679</td>
<td>0.681</td>
<td>0.490</td>
<td>0.269</td>
<td>0.217</td>
<td>0.269</td>
<td>0.268</td>
<td>0.174</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>tomcat</td>
<td>0.748</td>
<td>0.564</td>
<td>0.658</td>
<td>0.676</td>
<td>0.510</td>
<td>0.325</td>
<td>0.194</td>
<td>0.208</td>
<td>0.223</td>
<td>0.169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>xalan</td>
<td>0.676</td>
<td>0.625</td>
<td>0.497</td>
<td>0.494</td>
<td>0.455</td>
<td>0.262</td>
<td>0.190</td>
<td>0.225</td>
<td>0.217</td>
<td>0.199</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>xerxes</td>
<td>0.488</td>
<td>0.437</td>
<td>0.378</td>
<td>0.392</td>
<td>0.379</td>
<td>0.085</td>
<td>0.047</td>
<td>0.228</td>
<td>0.217</td>
<td>0.225</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total Avg.</td>
<td>0.664</td>
<td>0.615</td>
<td>0.498</td>
<td>0.501</td>
<td>0.425</td>
<td>0.282</td>
<td>0.226</td>
<td>0.167</td>
<td>0.169</td>
<td>0.126</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows that, in terms of G-measure, DTB performs statistically significant better results of the DTB model with p-value <0.05 or Hedges’g >0.5. The probability of detection (PD) of DTB compared with other models based on the Wilcoxon rank sum test (p-value <0.05). In addition, Hedges’g [34] is employed to demonstrate the effect size. The overview of comparison results is presented in Table 4. The table shows that, in terms of G-measure, DTB performs statistically significantly better than all the other models (p-value are all less than 0.05). Moreover, the effect size of Hedges’g values for the last three models are greater than 1.0 (Hedges’g = 1.435, 1.413 and 2.809), respectively, which can be interpreted as a large improvement. As for the TNB model, the Hedges’g = 0.590 also can be considered a medium-size effect (i.e., greater than 0.50, but less than 1.0).

In regard to MCC measure, our model continues maintaining an advantage in comparison with NN, NN + WC and NB models by at least a medium effect (Hedges’g = 0.905, 0.902 and 1.311 respectively), and is comparable to the TNB model (p-value = 0.106).

5.2.2. Results for RQ2

In this section, we simulated two different situations of WCDP and examined three WCDP models, including Random Forests
The last line is a summary statistical result for DTB.

Infer the following:

Comparative results for RQ2.2: mean values of G-measure and MCC for WCDP using limited training data (60% from total WC data) on the 15 datasets. Please note that the superscripts beside the numbers indicate the significantly different performance between DTB and WCDP models, and the last line is a summary statistical result for the DTB model.

Comparative results for RQ2.2: mean values of G-measure and MCC for WCDP using limited training data (10% from total WC data) on the 15 datasets. Please note that Wilcoxon rank sum test and Hedges’s g effect size. Boldface entries in the table indicate significantly better performance of the DTB model with p-value < 0.05 or Hedges’s g > 0.5.

To answer the RQ2.2, the same WCDP models were trained but using sufficient samples (i.e., 60% from total WC data). Test results are shown in Table 6.

Observing Table 6, the performance of each model is generally improved as the number of training samples increased. These results reflect that lack of sufficient WC data could be an obstacle to creating a good predictor in WCDP and would hinder effectiveness of WCDP in the early stages of software testing.

From the summary results in the last line of Table 6, we can infer the following:

The DTB model outperforms RF and LR on more than 10 datasets and loses less than 4 datasets based on G-measure. When turning to MCC, the advantage narrows, but our model is still comparable as it loses no more than 4 out of 15 datasets.

Regarding to the NB model, it presents the best outputs among all WCDP models, and our model shows a comparable G-measure performance as DTB wins 7 datasets, ties 4 datasets and loses 4 datasets. However, the results of MCC are in favor of the NB model, as the DTB model wins 2 datasets, ties 7 datasets and loses 6 datasets.

To obtain well-founded conclusions for RQ2, we carried out the statistical tests to compare overall performances of DTB with corresponding WCDP models across all 15 datasets. The results are presented in Table 7.

The overall statistical test results suggest the following.

Comparing with WCDP trained with similar datasets (10% of WC data), DTB performs better than all WCDP models with a large improvement effect in terms of G-measure, and achieves significantly better MCC values than the LR and NB models, following by comparable MCC performance with RF. These results also support the observation from Table 5 that the DTB model was the winner of most datasets.

Comparing with WCDP trained by sufficient samples (60% of WC data), our model produces better performance than the RF and LR models as it improves G-measure with a large effect size (Hedges’s g = 1.238 for RF and 1.207 for LR) and has comparable MCC results. Our model also matches the total average performance of NB according to G-measure and MCC (p-value = 0.147 and 0.213, respectively).

5.3. Answers to research questions

(1) **RQ1:** Can the DTB model perform better than the other models in CCDP experiment?

**Answer:** Compared with NN, NN + WC and NB models, the DTB model achieved much fewer false alarms and generated statistically significantly better balanced performance in terms of G-measure and MCC with at least medium effect; While comparing with the TNB model, our model performed significantly better on most experimental datasets (i.e. 9 out of...
of 15), achieving better overall G-measure and comparable MCC. All evidence suggests that our model has better overall performance than other models in CCDP experiments.

(2) **RQ2**: Can the DTB model be comparable to or even better than WCDP?

**Answer**: The WCDP experiments in two different cases were conducted for the comparison with the DTB model. From the statistical test results, we conclude that our model performs significantly better than WCDP based on a limited number of data, and can be comparable to WCDP with abundant samples. In addition, considering that it will consume a great deal of resources and time to collect and analyze a large number of WC samples, we argue that the DTB model could be worth considering as a viable alternative to WCDP.

6. Validity threats

Potential threats to validity that can affect the results of the proposed approach are as follows:

6.1. Construct validity

In our study, the static code metrics we used to detect defects are mainly based on object-oriented metrics, which may be different from complexity metrics or size metrics in other papers. However, these metrics have been widely used in previous studies [35,36]. Furthermore, the researchers have investigated some primary software metrics and found that object-oriented metrics can achieve better performance [35]. Our experimental datasets are collected by Jureczko et al. [24,25], they admitted that there could be some mistakes in non-defective labels as not all the defects had been found. This may be a potential threat for defect models training and evaluation.

6.2. Internal validity

Sample selection bias is a common threat in data mining models. It peculiarly occurs in software defects detection, as skewness of distribution exists in software defect datasets [37]. Too many or few defective instances for training or testing may lead to significantly different results. In our study, we randomly select the training samples and repeat that many times to avoid any bias, and report average results to verify the performance of test models.

We compared our work with four state-of-the-art solutions of CCDP. To avoid the comparison bias, those methods were replicated in strict accordance with the authors instructions in related papers. These include different data processing such as a log-filter in NN and NB models and discretization in TNB. In addition, we have checked the experimental results of those approaches applied on the original datasets to ensure their models are able to produce correct outputs for our datasets.

6.3. External validity

External validity addresses concerns regarding whether a study can be generalized to other situations. In fact, it is difficult to draw general conclusions from empirical studies in software engineering as the background and context are variable in software projects [38]. In our work, we try to minimize this threat by testing defect models on different domains datasets including open source projects, academic projects and a proprietary project. However, we still cannot assume that results of our study can be extended in practice to applications due to a lack of real-world software datasets. We will conduct more research on more datasets as subjects in future works. Furthermore, this article provided a complete model description and specification to facilitate easy replication and testing on new datasets by other researchers.

7. Conclusions

CCDP is particularly useful for building an accurate defects prediction model when there is a lack of sufficient local data. However, experience has shown that CCDP is a challenge work, as not all CC data are suitable for building a better model than WC data. This often results in a high probability of false alarms. The variety of distributions between CC and WC data may be the main cause of this difficulty.

To address this issue we proposed a novel Double Transfer Boosting (DTB) algorithm to improve the performance of CCDP. CC data is reformulated in two steps of data transferring: (1) the data gravitation re-weights all CC data to increase the distribution similarity with WC data and (2) the transfer boosting removes negative samples in CC data using a small amount of labeled WC samples.

We investigated four other CCDP models and three WCDP models to verify our model. Two balanced measures including G-measure and MCC were mainly applied to evaluate the performance of predictors. Note that different measures generated slightly different evaluation results. However, statistical analyses based on both measures tend to support the same conclusions: (1) DTB presents the best overall performance among all tested CCDP models and (2) DTB performs significantly better than WCDP models trained by limited samples, and also can be comparable to WCDP models with sufficient training data. All these results suggest that the proposed model could be an effective solution for early software testing.

In future work, we will investigate more appropriate methods for data transferring to apply in our model, along with further validation of this study by testing additional CCDP models on more software datasets, real-world datasets in particular.
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